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ABSTRACT
The Web, although of great importance to contemporary
life, is also object of considerable misuse, such as cybercrime
and unwanted advertising. Among non ethical activities on
the Web, there is the non authorized insertion of links in
webpages, performed by Web spammers, in other to increase
the visibility of a target webpage T , via the creation of Web
bubbles, also called link farms. As this is usually done via
the use of self-replicating agents, this problem can be seen
as a contamination process and this work introduces an evo-
lution of the scheduling by edge reversal -based distributed
iterator, in which varying criteria are considered for the fol-
lowing parameters: (i) the number of contaminated neigh-
boring webpages of a webpage, and; (ii) a refractory period,
i.e., the amount of time a recently decontaminated webpage,
still having contaminated webpages as neighbors, remains
decontaminated. Both criteria are associated, respectively,
to the resistance to infection, and to the time factor of the
spreading of the contamination. Experimental results show-
ing qualitative and quantitative results concerning the new
distributed decontamination mechanism are presented.
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1. INTRODUCTION
The massive scale of the Web tends to facilitate cybercrime
and malicious alterations of its topology, such as the cre-
ation of Web bubbles, also called link farms [7], targeting
the artificial increase a given webpage T . As such typically
happens through an invasive insertion of links, performed by
self-replicating agents, a contamination like process can be
identified and the focus of our work is to tackle this prob-
lem. Applications that manipulate the Web structure must
consider its massive scale. Besides being able to deal with
a huge amount of data, it could be pondered that a central-
ized approach to the problem of looking for contaminated
webpages (and decontaminating them) would not allow for
a scalable solution. Therefore, distributed mechanisms per-
forming Web decontamination, having in mind different and
concurrent contamination scenarios, are considered here.

The notion of Web neighborhood herein assumed means that
a webpage has a neighbor if the later possesses a link to the
former. In fact, the Web can be modelled as a set of the
so-called webgraphs [2][5][6]. Webpages of a webgraph corre-
spond to its nodes and the set of hyperlinks between them
to the arc set. The original graph decontamination problem
proposed in [8] assumed a single contaminated neighbor as
contamination criterium, and put focus on optimal solutions
corresponding to the minimum number of agents needed
for decontaminating any given graph of arbitrary topology.
Luccio & Pagli’s webmarshals were concerned with the dis-
tributed decontamination of circulant graphs, a typical link



farm structure [7], while considering a minimum percentage
of 50% of contaminated neighbors as contamination crite-
rion.

A scheduling by edge reversal (SER) [1] based approach to
the decontamination of arbitrarily connected graphs, having
the maximum number of webmarshals instances (agents) as
a major concern, was recently proposed in [3]. It was shown
that it could achieve better results than the ones presented in
[7], while being able to deal with arbitrary graph topologies.
In this work we introduce G-DI, Graph Decontamination
Iterator, an evolution of the SER-based distributed decon-
tamination algorithm, in which varying criteria are consid-
ered for the following parameters: (i) the number of con-
taminated neighboring webpages of a webpage, and; (ii) a
refractory period, i.e., the amount of time a recently decon-
taminated webpage, still having contaminated webpages as
neighbors, remains decontaminated. Both criteria are asso-
ciated, respectively, to the resistance to infection, and to the
time factor of the spreading of the contamination. Experi-
mental results showing qualitative and quantitative results
concerning the new distributed decontamination mechanism
are presented together with correlation to novel interesting
applications in the understanding of the spreading of social
influence in social networks [4].

2. G-DI: SELF-COORDINATED WEBMAR-
SHALLS

2.1 SER-based webgraph decontamination
The following is how SER — scheduling by edge reversal —
works. By creating an acyclic orientation over the edges of
a non oriented graph G, we have a directed graph with a
non-empty set of sink nodes. By reversing all edges of sink
nodes, we have a new directed graph with a new non-empty
set of sink nodes. Three important properties have been
proved [1]:

• edge reversals result in a finite set of acyclic oriented
graphs, called period;

• given an acyclic directed graph ω′ that is the result of
the reversal of directed graph ω, any node that is a
sink in ω′ have at least one neighbor that was a sink
in ω;

• all G’s nodes become sink nodes the same number of
times inside a period.

SER-based decontamination starts by associating decontam-
ination agents, i.e., webmarshalls, at all (and just at) sink
nodes. After cleaning a node, a webmarshall reverse all
edges and copies itself just into the new sink nodes belonging
to its immediate neighborhood. While a node remains with a
number of infected neighbors higher than a maximum toler-
able, a webmarshall stays to protect the node. Webmarshall
copies proceed in a similar fashion, until the entire graph is
decontaminated.Given the above mentioned properties, we
know that all nodes will eventually be cleaned in finite time.

Figure 1: Example of decontamination by the SER
approach on a non-circulant graph.

2.2 Generalized web decontamination
Up to this point, it was considered that the typical situation
would be the one in which a node could be instantly re-
contaminated if the agent left it after decontamination. We
will now consider that a delay associated with the spread
of the infection exists.This way, it would be possible then
to leave a node without agents for a certain period of time
after which it would again be visited by another agent, if
necessary, avoiding recontamination. We will also consider
that a threshold (percentage) of infected neighbors a node
can resist infection isn’t the same in all situations. We study
then the period a node can resist infection without the help
of webmarshalls, which we call the refractory period, as well
as the percentage of infected neighbors a node can resist
infection.

Figure 2: Comparison of the standard SER-based
algorithm, the decontamination considering refrac-
tory and considering the infection criterion.

We explore then those two dimensions: (i) the refractory
period and (ii) the infection criterion. These dimensions are



related to the“speed”and“strength”of the infection, respec-
tively. The refractory period is the measure of how long can
a uninfected node withstand infection before being contami-
nated. It is related to the speed the infection propagates, so
that agents can leave a node for some interval of time before
the infection can reach the node they left.

Figure 3: Example of decontamination by the SER
approach on a non-circulant graph with a different
refractory.

The infection criterion is the tolerance of a node to infected
neighbors. It is related to the resistance of a node to infec-
tion, so that the more resistant a node is, the more immedi-
ate neighbors must be infected before it is at risk.

Figure 4: Example of decontamination by the SER
approach on a non-circulant graph with a different
infection criterion.

2.3 Experimental results
Although topology independent, the SER-based decontam-
ination algorithm [3] presented better or equal figures than
Luccio and Pagli’s one [7] when just circulant graphs were
considered. The generalized model considered here allows
for the existence of conditions in which the number of agents

needed for the target webgraph decontamination is much
lower than the numbers presented in previous woks. The
experimental results presented in Figure 5 shows an explo-
ration of the two dimensions defined earlier, i.e., (i) infection
criterion and (ii) refractory period, over a Ci,12(1, 2, 3) cir-
culant graph.

Figure 5: Number of agents needed to decontami-
nate a Ci,12(1, 2, 3) circulant graph considering differ-
ent values of infection criteria and refractory peri-
ods. A negative value in the number agents points
out a configuration in which decontamination can-
not occur.

Higher values in the refractory period dimension presents an
impact on the number of agents needed, but also increase
the number of steps needed to decontaminate the graph,
possibly leading to long periodic attractors in which overall
decontamination never occurs. The conditions that allows
for such dynamics are not yet known and are subject of fu-
ture research. It is also worth noticing that a non linear
effect may exist on having higher refractory periods; such
does not necessarily provides a decrease in the number of
agents needed, since it might cause a “synchronization” be-
tween nodes in need for another webmarshall visit. On the
other hand, the infection criterion behaves linearly with the
number of agents needed.

3. CONCLUSIONS
The study of the dimensions of the webgraph decontami-
nation problem allow for a better conceptual framework in
terms of the number of webmarshalls needed. Is was demon-
strated that a compromise between the length of the refrac-
tory period and the total decontamination time exists when
looking for solutions involving small numbers of webmar-
shalls. It must also be noticed that although a particular
but meaningful webgraph topology was chosen for the ex-
perimental exploration presented here, the proposed decon-
tamination framework remains quite general. Among future
work, the possibility of tackling the web decontamination
problem via a different view, in which to keep the web safe of
link farms by a certain decontamination percentage, would
motivate the interest for having a relatively small number
of webmarshalls running around the web. The exploration
of the two decontamination dimensions showed the existence



Figure 6: Formation of infinite cycle caused by poor
refractory.

of long attractors, in which 100% decontamination never oc-
curs. If a manageable percentage of contaminated web sites
would be considered acceptable, the use of smaller numbers
of agents would be plausible in the web.
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